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Abstract

The complex nature of emotions makes it also
one of the hardest text classification tasks. We
present a comparative study of state of the
art language representation models XLNet and
Bert in sentiment analysis, specifically multi-
label classification of tweets among 6 basic
emotions (anger, disgust, fear, joy, sadness and
surprise).

1 Background & Related Work

Giving computers the ability to recognize human
emotion is a long-standing goal of Artificial Intelli-
gence. Despite the multi-modal nature of emotion
recognition, natural language processing has estab-
lished itself as one of the most popular ways to
tackle the problem. The complex nature of emo-
tions makes it also one of the hardest text classifi-
cation tasks. In this work, we compare two state of
the art text classification models XLNet and Bert
in a multilabel twitter emotion analysis task.

Transformers (Vaswani et al., 2017) are a novel
type of sequence transduction model that forgoes
recurrence and relies entirely on attention, thereby
considering more global relationships in longer in-
put and output sequences. Consequently, they have
been also been used in recent attempts to tackle
the emotion analysis problem. BERT (Devlin et al.,
2018) introduces a masked bidirectional language
modeling objective where context learned from
both directions is used to predict randomly masked
tokens. XLNet (Yang et al., 2019) takes this con-
cept farther by considering different permutations
of the tokens in the input sequence.

Balazs et al. (2018) use a pre-trained ELMo (Pe-
ters et al., 2018) model (among other components)
to classify tweets Luo and Wang (2019) and use a
pre-trained BERT model to classify dialogues from
the TV show Friends and Facebook chat logs. In
contrast to our work, both assign a document to

a single label. Our work is closest to (Ying et al.,
2019) where a pre-trained BERT model is used to
classify tweets from the same SemEval-2018 Task
1 dataset used in our work.

2 Methodology

The labels in our work are based on the Ekman
model (Ekman, 1999) of six basic emotions: anger,
disgust, fear, happiness, sadness, and surprise. We
use the SemEval-2018 Task 1: Affect in Tweets
(Mohammad et al., 2018) dataset. The data is ini-
tially pre-processed by adding the prefix NOT to
every words in a sentence that comes after negation
words and deleting all links and mentions. Stop
words like pronouns and articles are also filtered
out. Both models (XLNet and Bert) are fine-tuned
and trained on the training set. The output of
the fine-tuned models are turned into probabili-
ties using a sigmoid function. A fixed threshold
is used for multi-label classification, and a label
is attributed to a tweet only if the probability ex-
ceeds that threshold. After 10-fold cross validation
is done on the training set to optimally set both
models up, the following results are obtained:

XLNet Bert

Micro Macro Micro Macro

Precision 0.790 0.771 0.756 0.740
Recall 0.714 0.655 0.701 0.617
F1 score 0.750 0.691 0.727 0.644

Table 1: Initial results (XLNet vs Bert)

3 Discussion & Future Work

In this work, we demonstrate that XLNet outper-
forms Bert on the problem of multilabel emotion
analysis. We expect that this difference would ap-
ply to other similar multilabel text classification
problems, and will explore this in future work.
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